**Malware analysis using GPGPU**

**Introduction:**

“Malware refers to a program that is inserted into a system, usually covertly, with the intent of compromising the confidentiality, integrity, or availability of the victim’s data, applications, or operating system or of otherwise annoying or disrupting the victim” [1]. There has been a significant development in the field of malware creation in terms of writing highly complex and undetectable malwares and based on the complexity of malwares they can be categorized as first generation and second-generation malwares. In first generation, structure if malware does not change, while in the second generation, structure changes to generate new variant, keeping the action same [2]. On the basis of how variances are created in malware, second generation malware are further classified into Encrypted, Oligomorphic, Polymorphic and Metamorphic Malware [3]. According to 2017 Threat analysis report they has now more than 780 million malware samples in their database and the new malwares increased by 10% in third quarter to 57.6 million. In addition to it 60% increase in new mobile malware is also observed in the third quarter of 2017 due to large increase in Android screen locking ransomware [4]. The Symantec 2017 Internet security Threat report indicates that there were 357 million new malware variants, 3.6 thousand new mobile malware variants were detected and every two minutes an IoT device is being attacked [5]. This increase in malware threat can be corelated to the increasing use of worldwide web due to the exponentially increasing mobile and IoT devices resulting increased attack surface. The malware attack/threat are not only limited to individual boundaries, but they are highly skilled state funded hackers writing customized malicious payloads to disrupt political, industrial working and military espionage [5][6][7]. The most high-profile, subversive incident of the year was a series of intrusions against the Democratic Party, which occurred in the run-up to the 2016 US presidential election [5].

It is indubitable fact that various traditional (signature based) approaches are ineffective to combat the dynamic and complex behavior of second generation viruses. If adequate advancement in anti-malware techniques are not achieved, consequences at this scale (more than 56.6 million new viruses are reported in one quarter year [4] in 2016) at which new malwares are being developed can create fatal affects and the results will we more severe then past as due to more reliance on digital world. The second-generation malwares contain very complex structure and advanced obfuscation techniques to make the detection process harder and counter the treat. Recently in 2107 the WannaCry ransomware drew the attention of researchers from all over world causing a lot of trouble. Another major threat I CCleaner was disarmed before it would have caused any widespread harm, despite an estimated 2.27 million infections. Therefore, there is a need that researchers and anti-malware developers should work side by side to counter the threat/attack from the new malwares. The most widely used malware detection engines are based on signature-based detection, malware normalization, heuristic based detection, machine learning, etc. [3].

In recent years, various machine learning techniques has been proposed by authors [8][9][10][11], which can enhance the capabilities of traditional malware detection engines(signature based detection) but, with the use of a complex machine learning based anti-malware engine the detection time increases. This can result in inefficient resource utilization and less throughput hampering the performance of whole system. Hence, in this paper we discuss an approach to detect malwares with high throughput and accuracy. We present a static malware analysis technique using GPGPU for faster detection of malwares based on the approach proposed by authors in [10]. We were able to achieve a maximum speedup of 120 over the actual implementation [10] and achieving the same accuracy mentioned by authors. The remaining work is organized as follows. Section 2 discuss about the related work, in section 3 we discuss the dataset description, data preprocessing and feature selection. Section 4 contains the brief description of the Naïve Byes and detection technique. Section 5 describes proposed approach for parallel implementation of Naïve Bayes using CUDA architecture. Finally, in section 6 contains conclusion and future scope of work.

**Related Work:**

Yet to write.

**Data Preprocessing and Feature Selection:**

For this experiment we downloaded 11355 malware samples from malacia-project and collected 2967 benign programs (also verified from virustotal .com) from different systems. In the collected dataset it was found that majority of malwares are below 500 KB hence for our study we focused on malware and benign files below 500 KB. After applying the size limit of 500 KB on samples we are left with 2363 benign samples and 11305 malware samples for our work.

The malware and benign samples were processed using objdump utility to get opcodes. A unique opcode list was prepared from the processed samples which was then used to make the feature matrix for each malware or benign sample. For each sample the feature matrix consists of the frequency of a particular opcode in a malware and benign sample. The data was normalized by dividing each malware and benign opcode frequency by corresponding maximum opcode frequency.

To find distinctive features in a group we first divide the normalized frequencies of malware and benign per group by the total number of malwares and benign in that group and then perform column wise sum for that group where each column denotes an opcode. By performing the above procedure, we get two different vectors corresponding to malware and benign. Now we find absolute difference between the malware and benign vector where each column entry corresponds to an opcode. The absolute difference is then sorted in descending order. Finally, top K features (opcodes) are chosen based on the top K absolute difference. The whole process is done to find those opcodes which are able to separate malware and benign clearly in group. This process is then repeated for each group.

It was observed that some of the groups were not having sufficient malware or benign samples for training and testing so we neglected them from our course of study (group 5,8,61,65,97 contain less than 6 samples in either malware or benign classes while group 98 and 100 has 0 malware samples). However, with more malware and benign samples in hand it they can be included. The preprocessed data is the divided into testing and training sets. We used 67% data for training and reaming 33% data for testing.

**Experimental Setup**

The study is performed using two different hardware configurations. The preliminary tests were performed on. The second experiment was performed on a system with Intel i7-7700HQ Quad core processor with base frequency of 2.6Ghz, 8 GB RAM, Pascal architecture (GP107) based Nvidia 1050Ti GPU with 768 CUDA cores distributed across 6 SMP and 4GB GPU DRAM operating on a base speed of 1291 Mhz.
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Note:

I rechecked regarding the way we are testing malware or benign samples in a group and found that we followed the same technique as discussed by you (checking the malware samples inside the same group). Although we tried for random samples also in between but the results given to you are according to the original approach. To implement this we are maintaining training and testing list in each group that contain group ids.

Another observation during multiple runs performed by me, I found that the best point for trade-off between accuracy and execution time can be found by setting the no of features to 250. In previous work done by Ashu sir, he has mentioned about the best case being 87.02% which is being gained here also. There is no mention of lowest or average accuracy.

I have something to check regarding the no of files being used for testing so I can not make a clean statement regarding exact accuracy comparison between this work and previous work but will update you after I am done with it.